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XLNet: Generalized Autoregressive 
Pretraining for Language Understanding

Unsupervised neural learning of contextual representations has been a central
focus in recent machine learning research, with great success in natural language
processing, question answering, sentiment analysis, information retrieval, and
more.  ElMo, BERT, Transformer-XL are well-known methods in this area, with
complementary strengths and limitations.  We combine the strengths of those
methods and address their l imitations with a novel approach, namely XLNet, which
outperforms BERT on benchmark datasets for 20 challenging tasks, yielding new
state-of-the-art results at the time (late 2019). This talk presents the key ideas and
our main findings with XLNet in comparison with other representative approaches.
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